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ABSTRACT 

Usability-conscious design while shortening the lead time 

has been strongly required in the manufactures of informa-

tion appliances in order to enhance their market competi-

tiveness. Prototyping and user-test of their user interfaces at 

early development stage are the most effective method to 

fulfill the requirements. However, fabricating the physical 

prototype costs much, and they become available only in 

late stage of the design. To solve the problem, advanced 

tools for UI prototyping were proposed and developed 

where a UI-operable 3D digital prototype can be fabricated 

in a less-expensive way based on user interface description 

languages (UIDLs), and where the user test and usability 

evaluation can be performed in more systematic and effi-

cient way than in the physical prototype. In the tools, two 

conventional UIDLs were adopted; UsiXML and XAML. 

And their specifications were expanded to support not only 

declarative description of static structures and dynamic be-

haviors of the UI, but 3D geometric model of appliance 

housings and physical UI objects placed on them. Case stu-

dies of the automated user tests, usability assessments and 

UI redesigns utilizing our developed tools are shown.  
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INTRODUCTION 

With stiffer global market competition of information ap-

pliances, usability-conscious design while shortening the 

lead time have been required in the manufactures. The 

manufactures are placing a premium on increasing efficien-

cy and consciousness of usability in the UI software devel-

opment of their appliances. The “usability” is defined as 

“the extent to which a product can be used by specified us-

ers to achieve specified goals with effectiveness, efficiency 

and satisfaction in a specified context of use”.  

There are several methods of evaluating usability [6]. 

Among the methods, the “user test” is recognized as the 

most objective and effective one where end users are direct-

ly involved in the evaluation. In the user-test, designers 

make end users operate a working“prototype” of the ap-

pliance, observe the user‟s operational situation, and closely 

investigate ergonomic issues of the UI design.  

However in the current UI software development for the 

prototype, its specifications are still described by written 

documents, and the software is implemented based on the 

documents. This makes the prototype implementation 

process inefficient if a redesign of the UI is needed after the 

user test.  

Moreover, the “physical” prototypes of the appliances are 

Figure 1.  User test and a physical prototype 

(a) User test (b) Physical prototype



mostly used in the user-tests. However, fabricating the 

physical prototypes costs much. For example, as shown in 

Figure 1, a working physical prototype of a compact digital 

camera costs a few thousand dollars which is around one 

hundred times more expensive than the final product. These 

prototypes also become available only in late stage of the 

design.  

Results of the user-test must be analyzed manually by the 

usability engineers, and a long turnaround time is needed 

before finding major usability problems. If problems of the 

UI design appear at this time, it is often too late for changes 

within their development schedule. 

To solve the problems, digital prototyping of the UI has 

been introduced in the user-test. A digital prototype is soft-

ware substitute where its UI functions can work almost in 

the same way as those in the physical prototype while it can 

be built in much inexpensive way.  

 

RELATED WORKS 

2D and 3D digital prototypes 

So far, as shown in Figure 2, both 2D and 3D digital proto-

types have been proposed and used for simulation and user-

test of UI operations in the information appliances. 

Commercial digital prototyping tools have been already 

available such as [17, 21, 22] as shown in Figure 2-(a). And 

those for conceptual UI design were also studied in [14, 

15].  

However, since 2D digital prototypes could only be built in 

these tools and its UI simulation were only limited to 2D 

and lacked reality, the user performance obtained from 

these prototypes were not necessarily the same as those of 

physical prototypes. Former studies including ours [11, 20] 

showed that operation time and missed operation patterns in 

a 2D digital prototype were very different from those of the 

physical prototype and serious usability‟s problems were 

overlooked in 2D case.   

On the other hand, “3D” digital prototypes allows users to 

manipulate UI elements placed on 3D housing models of 

the appliances and to perform more realistic UI simulation 

than 2D ones. In our former study [11], the missed opera-

tion patterns in a 3D digital prototype were also highly cor-

relative to those of the real product.   

Unfortunately, there have been few dedicated tools of 3D 

digital prototyping for information appliances [8, 11, 20]. 

In [8], they added a logging function to a VRML player and 

applied it to the user test of mobile phones. In [20], they 

developed a tool for 3D augmented prototyping for some 

hand held information appliances with state-based UI simu-

lation.  

Issues of current 3D digital prototypes  

To assure reliability of the user test results to some extent in 

the early design stage, 3D digital prototypes are more likely 

to be suitable for testing and evaluating the logics of the UI, 

and for clarifying the weaknesses and what needs improve-

ment in the UI design.   

As shown in Figure 3, the modeling of UI operable 3D digi-

tal prototypes consists of two parts; the model of the UI sys-

tem and of the 3D housing geometry. Moreover the model 

of the UI system is divided into the static structure model 

and the dynamic behavior model. The static structure model 

of UI describes graphical properties of individual 2D com-

ponents displayed on the UI screen such as menu-list, but-

ton, list-box, slider and image component, and also de-

scribes containers for the component layout such as window 

and tabbed dialog-box. While the dynamic behavior model 

of UI describes how graphical properties of the 2D compo-

nents of the UI change in interaction and enables us to si-

mulate the state change of the UI part in the appliance.  

Conventional UI operable 3D digital prototypes were built 

and run using the Web3D authoring tools and their players 

[8, 25, 26, 27]. However, the following technical issues re-

main when we use the Web3D as the UI operable 3D digital 

prototype for user test and usability assessment; 

(1) Lack of the static structure model of the UI  

The static structure of the 2D components displayed on a 

UI screen such as menu list or icon placements cannot be 

directly modeled in the Web3D formats. So a huge num-

ber of digital image files representing snapshots of the UI 

screen must be built using the 2D drawing or painting 

tools before the UI simulation and the user test. This pre-
(a) A 2D digital prototype (b) A 3D digital prototype

Figure 2.  2D and 3D digital prototypes 
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paratory work makes the simulation turn-around very 

slow. 

(2) Lack of the dynamic behavior model of the UI 

The Web3D formats usually provide script-based control 

function which enables 3D kinematic animations, change 

of the graphical properties of 3D objects and texture 

mapping etc. But the function cannot simulate the dy-

namic behaviors of the 2D components displayed inside 

the UI screen.  The We3D formats do not also provide 

any declarative dynamic behavior model of the UI system 

which is based on state-based or event-based formalisms. 

These formalisms of the UI fit to the screen transition di-

agrams in early UI design stage [13, 4], and are indis-

pensable to the specification. The lack of the declarative 

dynamic behavior model forces UI designers to code the 

behavior using programming language. But the designers 

are not necessarily programming professionals, and the 

task makes the cost of UI simulation and user testing ex-

pensive. 

(3) Lack of user test and usability assessment func-

tions 

The Web3D formats do not provide any functions of user 

test execution and usability assessment based on the op-

erational logs. Doing these works manually on the digital 

prototype makes the usability assessment time-

consuming and the assessment results inaccurate. 

To solve these issues, the dedicated functions of modeling 

the static structure of the UI-screens, of modeling the event-

based or state-based dynamic behavior of the interaction, 

and of supporting the computer-aided test execution and the 

usability assessment must be added to the traditional 

Web3D authoring tools and players.  

To achieve them, our research group has been developing 

advanced tools for UI prototyping were proposed and de-

veloped where a UI-operable 3D digital prototype can be 

fabricated in a less-expensive way based on user interface 

description languages (UIDLs), and where the user test and 

usability evaluation can be performed in more systematic 

and efficient way than in the physical prototype. In the 

tools, two conventional UIDLs were adopted for UI specifi-

cation and implementation in the final development stage; 

UsiXML [24, 28] and XAML [18, 30]. And their specifica-

tions were expanded to support not only declarative de-

scription of static structures and dynamic behaviors of the 

UI, but 3D geometric model of appliance housings and 

physical UI objects placed on them.  

In the following sections, the functions and features of the 

two developed tools each of which is respectively based on 

UsiXML or XAML are introduced. Case studies of the au-

tomated user tests, usability assessments and UI redesigns 

utilizing our developed tools when applied to UI prototyp-

ing of digital cameras on the market are shown.  

 

UsiXML-BASED 3D DIGITAL PROTOTYPING AND  

USABILITY ASESSMENT 

An Overveiw 

As the first approach, the 3D digital prototyping and usabil-

ity assessment tools based on Usi-XML were developed by 

our group[11]. Figure 4 shows the functional overview of 

the tools. The features of the tools are summarized as fol-

lows;  

(1) The model-based specification of UsiXML, which is 

one of the XML-compliant UI description languages, 

was extended to enable the UI designer to specify the 

declarative model not only of the logical UI elements 

displayed on the screen but of the physical UI elements 

such as buttons and dials placed on appliance‟s hous-

ings.  

(2) 3D UI prototyping and simulation functions were de-

veloped where the extended UsiXML was combined 

with the 3D CAD models of the housings and where 

the UI interaction were simulated based on the declara-

tive model of the UI behavior described by the 

UsiXML.  

(3) The automated usability assessment functions were de-

veloped which in such a way that they were tightly 

connected to the declarative model of the UI and to the 

simulation functions.  

(4) An example of the usability assessment and the UI re-

design using the 3D digital prototype of a digital cam-

era using our tool was shown the effectiveness and re-

liability of our proposed tool. 

UsiXML and its extensions 

UsiXML 

Several XML-based user interface mark-up languages have 

been recently proposed to make UI prototyping of PC ap-

plications reduced and structured: UIML[23], XUL[29], 

and UsiXML[24]. Each of them specifies models for defin-

ing the UI and allows us to describe the UI model in declar-
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ative terms. They enable the UI designers or UI program-

mers to specify what elements are to be shown in the UI and 

how should they behave in XML documents. This concept 

becomes an advantage for defining 3D digital prototypes of 

handy information appliances from the following stand-

points:  

(1) The static structure of the 2D component objects dis-

played on the UI screen is explicitly and declaratively 

modeled and described by the XML document. The 

snapshot of the UI screen can be automatically drawn 

in the simulation based on the static structure model if 

we realize the real-time rendering function for the 

model. It can eliminate the preparatory work of the UI 

simulation, and makes its turn-around efficient.  

(2) The dynamic behavior of the UI interaction has to be 

described by script or ordinary programming language 

in most the of UI mark-up languages (UIML, XUL and 

XAML). However, in the UsiXML, the behavior can 

also be explicitly described as an event-based model. 

The model can eliminate the coding of UI dynamic be-

havior simulation if an execution function of the beha-

vior model in the simulator of the 3D digital prototype 

is realized. 

(3) The user test and the usability assessment can be auto-

mated if the static structure and the dynamic behavior 

models of the 3D digital prototype are reused for ana-

lyzing the property of the subject‟s operations in the 

usability assessment functions. It can make the cycle of 

prototyping-testing-redesigning very efficient. 

Therefore, we introduced UsiXML to our study, because it 

can describe the dynamic behavior model of the UI in a 

declarative way and model the UI at a different level of ab-

straction. UsiXML was originally proposed by Vander-

donckt et al [16, 28]. It aims at expressing a UI built with 

various modalities of interaction working independently. 

The UI development methodology of UsiXML is based on 

the concept of MDA (Model Driven Architecture).  

Issues of the UsiXML from the aspect of 3D digital proto-
types. 

The concept and specification of UsiXML is advanced in 

UI prototyping, but it has still the following issues when we 

directly use it for developing UI operable 3D digital proto-

types and for the usability assessment; 

(1) As shown in Figure 5-(a), the CUI of UsiXML speci-

fies the static structure model of 2D UI component ob-

jects displayed on the UI screen, but the current CUI 

only specifies the static structure model for WIMP 

(Windows-Icons-Menus-Pointers)-type GUI. In 

UsiXML, there are no specifications for the physical 

UI elements such as buttons, dials, lumps and dials 

placed on the information appliance‟s housing shown 

in Figure 5-(b), which are essential for modeling the UI 

operable 3D digital prototypes. 

(2) Many experimental automated tools have been devel-

oped for UsiXML. However, there is no 3D UI proto-

typing and simulation tool available to UsiXML at 

present. The event-based dynamic behavior model is 

specified in the CUI, but it has not been reported yet 

how the dynamic behavior of the UI is described con-

cretely, nor how the model of the CUI should be im-

plemented on a particular Web3D format.  

(3) UsiXML has been originally developed for UI proto-

typing, but at present there is no specification and no 

supporting tool concerning user testing and usability 

assessments which utilize the UI prototype. Therefore, 

we cannot incorporate the functions of user testing and 

usability assessment into UI prototyping based on 

UsiXML. 

Extensions of the CUI model of UsiXML 

The current specifications of the CUI in UsiXML mainly 

consist of the static structure model of the objects displayed 

on the UI screen and the dynamic behavior model of the in-

teractions of the UI. The static structure model further con-

sists of the UI object model and the object container model. 

The UI object model expresses the individual GUI compo-

nent object displayed on the UI screen such as buttons, list-

boxes, image components, etc., while the object container 

model does the whole-part relationships among the multiple 

GUI objects such as a window and a tabbed dialog box.  

The dynamic behavior model consists of the event-based 

rewriting rules of the UI screen in interaction and of the 

procedures and variables to refer to the internal data of the 

device.    

In this research, we extended this static-structure-model 

part of UsiXML so as to fit it to the UI operable 3D digital 

prototyping. Figure 6 indicates the UML class diagram and 

its example which expresses a part of the original CUI 

model structure in the UsiXML. In the structure, gra-

(a) Static structure model of  WIMP-based UI objects 
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phicalCio is the super class of all GUI object classes in the 

model, and graphicalContainer is the container class for 

the GUI objects.  The concrete classes of the GUI objects 

and the object containers of UI are defined as a subclass of 

these two classes.   

On the other hand, Figure 7 indicates the class diagram and 

its example of our extension of the CUI model. We ex-

tended the class structure of the CUI model to express the 

physical UI objects such as physical buttons, dials and 

lumps placed on the 3D geometric model of the appliance‟ 

housing.  First, we added a new class physicalCio to the 

same class hierarchy level as one of the graphicalCio class. 

Then we further created two new classes of PhysicalIndivi-

dualComponent and PhysicalContainer as subclasses of the 

graphicalCio. The Physical-IndividualComponent class 

expresses the one for modeling each the physical UI object, 

and the PhysicalContainer class does the physical housing 

of the appliances which play a role of the virtual container 

in aggregating the physical UI objects. Moreover, as the 

subclasses of PhysicalIndividualComponent, we added a 

PhysicalButton class and PhysicalScreen class to the sub-

classes of PhysicalIndividualComponent in order to express 

concrete buttons and LCDs placed on the housing.  Figure 

6 shows the correspondence between the physical UI ob-

jects in a digital camera and the classes describing them. 

Design of the XML document structure of the extended CUI 
model  

The current version of the UsiXML does not specify the 

explicit XML encoding rule of the CUI model. Therefore, 

we specified a tag structure of the XML document of our 

extended CUI model independently. This tag structure is 

imported to the 3D UI operable prototyping functions and 

is used for the 3D UI simulation. Figure 8 shows an exam-

ple of the tag structure in XML document and their presen-

tations in the UI screen image.  

The structure consists of a <CuiModel-Presentation> tag 

and a <CuiModel-Behaviour> tag. The former represents 

our extended static structure model of the CUI which ex-

press the objects displayed in the UI screen, while the latter 

does the dynamic behavior model which corresponds to the 

UI screen transition. And concrete CUI objects are de-

scribed inside these two tags in our XML document.  

To describe the UI screen transition, we set up a <Trans-

formationRule> tag inside the <CuiModel-Behaviour> tag 

which describes the general graph rewriting rule mechanism 

defined in the original UsiXML specification. As shown in 

Figure 8, in the <CuiModel-Behaviour> tag, we put the pair 

of a condition tag <lhs> and an action tag <rhs> together by 

each tag corresponding to the subclass of PhysicalInput-

Component class. The condition tag expresses a condition 

where the screen transition occurs because of an event com-

ing from the physical UI objects. And the action tag ex-

presses the state of the UI screen after the screen transition 

occurs.  

In the user-test execution function, if an event occurs in an 

object belonging to any subclass of the PhysicalInputCom-

ponent class, the function tries to find a <Transformatio-

nRule> tag which has the same tag id as the source of the 

event from all tags inside the <CuiModel-Behavior> tag. 

And if the current tag and its attribute values in the <Cui-
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Model-Presentation> tag are exactly identical to the ones 

written in the <lhs> tag in the <TransformationRule> tag, 

then these attribute values are overwritten as the one in the 

<rhs> tag.  This overwriting mechanism implements the 

UI screen transition on the 3D UI operable prototype based 

on UsiXML. 

3D UI operable prototyping function 

2D CUI object renderer 

We developed a 3D UI operable prototyping function 

where the extended UsiXML is combined with the 3D CAD 

models of the housings and the UI interaction were simu-

lated based on the dynamic-behavior model of the 

UsiXML. The 3D UI operable prototyping function consists 

of the 2D CUI object renderer and the 3D UI operable si-

mulator which is a remodeling of Web 3D player (Virtools 

[27] ). 

The 2D CUI object renderer is a VisualBasic application 

developed by ourselves. Figure 9 shows the function of the 

renderer. The renderer interprets the XML document of the 

extended UsiXML and accepts another XML document 

which defines the platform dependent UI presentation spe-

cification such as the concrete position of each GUI object 

and object containers on the UI screen. It renders the 2 di-

mensional UI screen image on the fly according to the UI 

screen transition rule described in the XML document. It 

also renders the dummy physical UI objects on the same 2D 

UI screen.  So the renderer also enables the UI designer to 

do the 2D UI software prototyping when the renderer is 

used alone. The 2D CUI object renderer is executed during 

the 3D UI simulation cooperating with the Web 3D player 

to provide the main function for the UI simulation.  

The 2D CUI object renderer enables UI designers to elimi-

nate their preparatory works of generating a huge number of 

snapshot images of the UI screen, and makes the turn-

around time of the 3D UI simulation short. 

3D UI operable prototype simulator 

Figure 10 shows the 3D UI operable prototyping function. 

The function consists of the 2D CUI renderer and the 3D 

UI operable prototype simulator which is a commercial 

Web 3D player (Virtools[27]). We remodeled the players 

so that the Web 3D player runs with the CUI renderer si-

multaneously, and they exchange events via socket commu-

nication during the 3D UI simulation for the user-test.  

 In the preliminary step of the 3D UI simulation, 3D CAD 

data of the housing is imported to the Web 3D player from 

3D-CAD systems (CATIA, Solidworks, etc.) in the format 

of 3D-XML[1]. The 3D-XML is a universal lightweight 

XML-based format for the sharing of 3D CAD models. The 

format includes the assembly and each part has its own 

unique part-name. In the model, a 3D object which is the 

source of an event or the destination of an action is modeled 

as a single part. A button, a switch knob, an LCD screen 

and an LED are typical examples of these objects.  

In the Virtools player, a UI designer links an event and an 

action described in the  <lhs> tag and the  <lhs> tags in 

the <TransformationRule> tag in the dynamic behavior 

model of UsiXML to messages of the Virtools player. A 

message consists of a unique event-name, part-name and 

event-type. For an example, an event of “button_1_pushed” 

in the UsiXML model is tied to a message consisting of 

“message-1” (event-name), “button-part-1” (part-name) 

and “on_clicked” (button-type). Consequently this linking 

operation builds all logical links between the messages in 

the Virtools and events or actions in dynamic behavior 

model of UsiXML. 

As shown in the processing sequence in the Figure 10, the 

3D UI simulation is executed as the following procedure: 

(1) The user manipulates the 3D housing model of the 

appliances and operates a physical UI object such as 

a 3D button placed on the housing model using the 

mouse on the player. 

(2) The operation of the physical UI object is recog-

nized as an event in the player and it sends a unique 

message of the event to the 2D UI object renderer 

via socket communication. 

(3) The renderer analyses the incoming message to pick 

up the event, and tries to find a <Transformatio-

nRule> tag which has the same tag id as the source 

3D-CAD data of 
the housing
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of the event from all tags in the <CuiModel-

Behavior> tag. 

(4) If the current tag and its attribute values in the 

<CuiModel-Presentation> tag are identical to the 

ones written in the <lhs> tag in the <Transformatio-

nRule> tag, then these attribute values are updated to 

the new ones according to the content of the <rhs> 

tag.   

(5) The renderer then redraws a new UI screen image af-

ter the screen transition in a scratch file according to 

the updated attribute values. 

(6) The renderer sends another message of the screen 

redraw event to the player. 

(7) The player loads the new screen image from the up-

dated scratch file. 

(8) The texture rendered on the face in the 3D housing 

model which corresponds to the UI screen changes 

to the new screen image. 

By repeating the procedure, the 3D UI simulation on the 3D 

housing model which cooperates with the 2D UI simulation 

is realized in the prototyping function. The UI simulation 

rule is completely described in the XML document of 

UsiXML in declarative way, and the simulation execution is 

completely managed in the developed renderer. 

User test execution function 

Test task and task model 

In the user test, a subject is asked to complete a set of tasks 

by operating the UI, and actual operations for the task are 

analyzed to evaluate the usability. In our tools, we designed 

a “test task model” and made a logical link between the task 

model and the dynamic behavior model of the UI to auto-

mate the usability assessment. Figure 11 shows the test task 

model. This task model is originally developed for the 

“state-based” dynamic behavior model of the UI screen [9].  

 A task consists of a start state, goal state and a list of task 

routes. And a task route consists of a list of checkpoints. A 

checkpoint is a state where a correct sequence of UI opera-

tion must pass. A start state and a goal state refer to the 

state in the UI behavior model.  

Generally multiple correct operations of the UI exist in or-

der to achieve a goal. Therefore multiple task routes can be 

allowed for one task in the model. Moreover, lower and up-

per bounds for the number of operations or an allowable 

elapsed time between every two neighboring checkpoints 

can be also defined. If the elapsed time of a subject‟s opera-

tion stays within these bounds, the operation is judged to be 

correct. In this way, usability professionals can adjust a 

range of correct operations in the task when determining the 

number of error operations and the task completion.  

State evaluation and operation logging  

The dynamic behavior model of the UsiXML is expressed 

by a set of transformation rules which describe how the 

attribute values of the objects displayed in the UI screen 

have to be changed in response to the input event. There-

fore it is the “event-based” dynamic behavior model, and 

the model does not have the explicit notion of “state” of the 

UI.    

However, in the user test, the task model was originally de-

signed for the “state-based” dynamic behavior model of the 

UI system [9]. And the notion of the state is indispensable 

for defining test task, recording user operation logs and 

identifying missed operation. Without the notion of the 

state, it is very difficult for the usability professionals to 

capture the situations of user operations. 

To solve the problem, we added the state evaluation func-

tion in the user test execution function. In this function, a 

set of conditions which describes attribute values of a CUI 

object to be taken in a particular “state” are defined in an 

XML document in advance. And the function always eva-

luates whether the condition holds or not in the UI simula-

tion of the user test. If a set of attribute values of the dis-

played CUI object is perfect match for the condition, then 

the function reports that the UI transits to the certain prede-

fined state.  

In some cases, there might be several different modes with 

a same set of attribute values in the behavior model. In this 

case, our state evaluation function cannot identify these 

modes as different states. Inserting an extra attribute for dis-

tinguishing one mode from others into the original set of 

attributes can solve this problem. 

Using this mechanism, the user test execution system can 

recognize which state the UI is in during the simulation. We 

also developed the operation logging function based on the 

state evaluation function. The logging function records all 

subject‟s operations in the form of the combination of a 

time, a previous state, a next state and an input event com-

ing from the user interaction. The function saves these logs 

in a XML document. We integrated the state evaluate func-

tion and the operation logging function with the user test 

execution function, and enabled the usability professionals 

to manage the user operation log for every task during the 

user test.  

Test execution  

Shown in an example of Figure 12, at the beginning of 

every new test session, the user test execution function indi-

Start_state Goal_state

State 1 State 2

State 3

State 5

State 4

State 6

Task Route 
1

Task 
Route 2

Check Point 2

Check Point2

Check Point 1

Figure 11.  Test task model 



cates a goal of each task in the form of an imperative sen-

tence. “Switch shooting mode from still to video” and “set 

the self-timer for 20sec” are the typical examples of the 

goal. The goal is indicated on the other window just above 

the 3D digital prototype.  

The subject is asked to complete the task by operating the 

UI of the 3D digital prototype in the session. The subject 

manipulates the 3D prototype by rotating, translating and 

enlarging it and operates the physical UI objects on the pro-

totype by clicking or dragging them with a mouse in the vir-

tual space. If the physical UI objects, such as buttons, are 

located on a different surface that cannot be seen from the 

2D UI screen such as LCD, the subject have to rotate the 

prototype so as to make these objects face him/her.  

During the UI operation, the operation logging function 

records a sequence of state-transitions of the UI as a list of 

combinations of state and event together with the time 

stamps.  

At the end of the every test session, the operation logging 

function compares the actual sequence of state-transitions 

with all pre-defined task routes, allowable number of opera-

tions and elapsed time between checkpoints. Then the log-

ging function judges whether the subject‟s operation of the 

session for this task was correct or not, and identify which 

checkpoint state the subject made mistakes in his/her opera-

tion.  

If the operation is judged to be wrong, a set of digital ques-

tionnaires are progressively popped up on another screen at 

the end of the test session. One questionnaire is displayed 

corresponding to one checkpoint state at which the subject 

made a mistake.  A portion on the UI object in the 3D dig-

ital prototype related to each questionnaire is automatically 

pointed by the tool as shown in Figure 13.  

The subject is asked to answer to each questionnaire by 

choosing his/her impression from five grades.  For exam-

ple, when the questionnaire is “Did you soon notice this 

button?”, the rating is the one of “Strongly agree: 5”, 

“Agree: 4”, “Yes and No: 3”, “Disagree: 2” and “Strongly 

disagree: 1”. The subject answers this rating only by click-

ing one of the radio buttons placed on the questionnaire as 

shown in Figure 13. The rating is stored to clarify what 

needs improvement in the design in the usability assessment 

function. The detail of this digital questionnaire is ex-

plained in the next section. 

Usability assessment function 

User performance measures  

The usability assessment function investigates the operation 

log data by comparing it with the test task and the dynamic 

behavior model of the UI. The function outputs the meas-

ures of usability assessment as a result of the analysis. The 

analysis can be automatically processed, and the function 

outputs measures of the user performances.  

We adopted the following three measures based on three 

basic notions of usability (effectiveness, efficiency and sa-

tisfaction) defined in [7];  

1) The number of user events inputted in each task and in 

each subject,   

2) Elapsed time in each task and in each subject,  

3) Personal task achievement ratio, and 

4) Scores for SUS questionnaire [2]. 

Operational log analysis chart  

An actual sequence of operations is compared with one of 

the correct task routes defined in the test task, and the result 

Change shooting mode from  “Still Picture 
Mode” to “Video  Mode”

Test task displayed

3D UI operable prototype

Figure 12.  3D digital prototype under user-test 

Did you soon notice  
this switch ?

Questionnaire

A part 
indicated in

questionnaire

Rating button

Start 

state

Check 

Point 1

Check 

Point 2

Blue line & Blue box：
Actual sequence of 

operation

Box and lines 

downward：
Missed operation and 

its state transitions

Goal

state
Correct task route

Figure 13.  Digital questionnaire on the prototype 

Figure 14.  Operational log analysis chart 



of the comparison is graphically displayed in the form of 

“operational log analysis chart” on the lower part of the 

screen.  

Figure 14 shows the notation of this operational log analysis 

chart.  Each rectangle shows a state, and a line between 

two rectangles does a transition between states. A left-most 

rectangle in the chart indicates a start state, and a right-most 

rectangle does a goal state.  The upper most horizontal 

white straight line indicates transitions on a correct task 

route, and every rectangle with orange edges on this line 

except both ends corresponds to each checkpoint. While the 

blue rectangles and blue lines indicate actual operation se-

quence of the subject. If a subject does UI operations whose 

elapsed time or number of events between two neighboring 

check points exceeds the predefined bounds, the tool judges 

that a subject did a wrong operation on the UI, and draws 

additional blue rectangles and blue lines in downward di-

rection corresponding to these wrong operations.   

Therefore, as the depth of the chart becomes larger, the 

usability professionals can easily recognize at a glance 

which states the subject did more missed operation in the 

task. 

Digital questionnaires 

The operational log analysis chart can clarify particular 

states in the UI screen transition where many subjects made 

errors in the UI operations. However, the chart cannot pro-

vide enough information to enable UI designers to find the 

cause of missed operations and to redesign the UI in order 

to improve the user‟s performance.  

To solve this problem, the digital questionnaire execution 

function has been developed to identify the causes of the 

missed operations. The structure of the digital question-

naires is built based on an extension of the cognitive walk-

through method which is dedicated by the HCI (Human 

Computer Interaction) model.   

To construct the digital questionnaires, we first introduced 

the extended HCI (Human-Computer-Interaction) model. 

The extended HCI model [3] is an extension of the CW me-

thod whose questionnaire is formulated based on an ex-

tended model of Norman‟s HCI[19] that explicitly distin-

guishes between object and action, and between perceiving 

and understanding. The questionnaires were originally used 

for the usability evaluation of Web sites. The questionnaires 

based on the extended HCI model are easier to understand 

for end users. A list of the questionnaires is shown in Table 

1.  

However, as shown in Table 1, the questionnaires based on 

the extended HCI model still have abstract expressions. We 

further make them more straightforward and concrete when 

using them in the user tests of information appliances so 

that the end users can understand them more easily as 

shown in Table 1. For example, a questionnaire of the ex-

tended HCI model which examines the perception of the 

object to be manipulated is expressed as “Will users be able 

to perceive the object to be manipulated?”. We changed it 

to more plain one; “Did you soon notice this button?” when 

applying it to the test of a digital camera.  

Moreover, we also implemented a function that automati-

cally points to a 3D object which corresponds to “this but-

ton” or “here” on the 3D digital prototype when indicating a 

certain portion in the questionnaire as shown in Figure 14. 

This function enables end users involved in the test to un-

derstand each item of the questionnaire more easily, and al-

so enables usability professionals to save a quite bit of 

manpower for constructing the questionnaire.  

Cognition 

Process of 

Extended 

HCI Model

Items of questionnaires 

based on Extended HCI

[Hori & Kato 2007]

Items of questionnaires used 

in our system

Formation of 

Intension of 
manipulation

Does the user try to 

accomplish the correct 

action ?

Did you easily understand what 

you should do for the appliance 

by reading the task ?

Perception of 

objects
Can the user perceive the 

object to be manipulated ?

Did you soon notice this [input 

element name]?

Interpretation

of objects
Can the user understand  that 

the perceived object  is the 

correct object ?

Did you soon understand that 

you should operate this  [input 

element name] ?

Perception of 

actions
Can the user perceive his/her

actions of manipulation ?

Did you soon understand how 

you should operate this [input 

element name] ?  (by pushing,  

sliding etc.)

Interpretation

of actions
Can the user come up with 

actions of manipulation which 

should be applied to the 

object ?

N.A.

Execution of 

actions
Can  the user certainly 

execute the correct action? 

N.A.

Perception of 

the effect
Can the user notice the 

change of the state ?

Did you soon notice that the 

state of this [output element 

name]changed by your 

operation?

Interpretation

of the results
Can the user understand what

state the system is after the 

state change ?

Did you easily understand how 

the state of the appliance 

changed as a result of the 

operation by observing the state 

change of [input element 

name] ?

Evaluation of 

the results
Can the user understand that 

he/she advances toward the 

solution of the task by 

observing  the system state ?

Did you soon understand 

whether your operation is 

correct or not by observing the 

state change of [input element 

name] ?

Table 1.  Extended HIC model and the questionnaires 

Parameter

Parameter

Parameter

Q1
Q2

Q3

Q4

Q7 Parameter

Questionnaire

<Property>
Pointing 
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<Property>
pointing
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Task 1PowerOFF MovieMode

PowerOFF MovieModePowerON

Goal StateCheck PointStart State

Task

<Property>
Goal Text ：Change shooting 

mode from “Still picture mode” to 
“Video mode”

<Property>
Upper bound # 

of operation ：1

<Property>
Upper bound 

# of operation ：2

Items of questionnaire
<Property> (example)

Question test：Did you soon notice that 
the state of this icon changed by your 
operation?

Figure 15.  Association of the digital questionnaire 

with the test task model 



The proposed digital questionnaire enables many end users 

to take part in the cognitive walkthrough evaluation and to 

answer the questions by actually manipulating the 3D digi-

tal prototype whose UI can work as same as the final ap-

pliance does. This feature can greatly increase the reliability 

of the user test‟s results.  

For defining the digital questionnaire, as shown in the Fig-

ure 15, the usability professionals assign one questionnaire 

to a check point in the test task model. The professional al-

so specifies a particular portion of the UI screen image or 

the 3D model of the housing which should be indicated on 

the 3D prototype. The standard template of the question-

naire is predefined as a stencil with standard properties in 

the Visio, and the usability professionals can paste the sten-

cil to the particular task, which is graphically displayed in 

the Visio, and input the sentence of a question in the prop-

erty value [10].  

A case study of usability assessment and redesign 

Task Setting 

A case study was done which consisted of the user test, the 

usability assessment and the UI redesign based on the re-

sults of the assessment. A compact digital camera (Fuji Fi-

nePix-Z1) on the market shown in Figure 16 was selected 

for the user test.  

The goals of the case study were:  

- to investigate whether the UI operable 3D digital pro-

totype and our tool can clarify the weaknesses in the 

UI design where many subjects often make mistakes in 

their UI operation, 

- to investigate whether the digital prototype and the 

tool can clarify why many subjects often make mis-

takes in the operation and what needs improvement in 

the UI design, 

- to investigate how small the differences in the assess-

ment results are between the digital prototype and the 

real product, and 

- to evaluate how efficiently the redesign of the UI can 

be done using the UsiXML and our tool. 

 

A UI operable 3D digital prototype of this camera was built 

as shown in Figure 12 and used for the assessment.  For 

the digital prototype, we modeled the dynamic behavior 

model of the camera UI which has 34 states and 224 transi-

tions including neighboring transitions of correct operation 

sequences of the task. A real product was simultaneously 

used for the assessment, and the result was compared with 

that of the 3D digital prototype.  

The prototype was operated by 14 subjects (male and fe-

male students of age 20-29) who had not used the same 

model. 7 subjects took part in the test using the UI operable 

3D digital prototype, and the other 7 subjects used the real 

camera. 

We defined the task of “Setting a self-timer to 10 seconds 

from power-off state” in the test which is one of the occa-

sionally-used operations. In the task, as shown in Figure 17, 

first the user has to turn on the power switch by sliding the 

front lens cover, and then to switch the mode from  the 

manual shooting to the self-timer setting with 10 seconds by 

pushing a downward cursor button once. If the camera 

reaches to this goal state (self-timer 10 seconds), a small 

circular white icon which symbolizes the self timer appears 

on the top of the LCD. The subject has to notice that this 

icon indicates the goal state and that he/she completed the 

task.  

Analysis of operational patterns 

To investigate the subjects‟ actual operational patterns both 

of the 3D digital prototype and the real product, actual se-

quences of operations including missed operations of each 

subject are put together. The sequences are schematically 

drawn as a “summarized operational log analysis chart”.   

This chart can be made by superimposing an operational 

log analysis chart for one subject shown in Figure 14 onto 

ones of the other subjects. In this summarized chart, the no-

tation of correct and missed operations is the same as the 

one in the personal version described in the previous sec-

tion. But the width of a directed path on the chart is propor-

tional to the number of subjects who passed over the transi-

Lens

Strobe light

Lens cover
with power switch

Self timer lamp

DISP/BACK 
button

4 directional Cursor button

MENU/OK button

Photo mode (F) button

LCD
play button

Indicator lamp

Zoom
button

Shutter button

Picture/movie mode switchMicrophone

Figure 16.  The appliances for the user test 

Task goal
Setting a self timer to10 sec

from power-off state.

Minimum

# of operation 2

Physical UI objects

to be operated 

Objects indicated

in Questionnaires

• Front lens cover

• Downward cursor button

• Self time icon displayed in LCD

Figure 17.  The task of the user test 



tion corresponding to the line. Therefore, a wider directed 

path indicates that more subjects passed over the routes of 

operation to complete the task.  

Figure 18 shows the two summarized operational log analy-

sis charts; the chart for the subjects who operated the 3D 

digital prototype (Figure 18(a)) and the other for the ones 

who did the real product (Figure 18(b)).  

 Both analysis charts show the clear facts that;  

-at the “Rec_Mode” state, many users stepped into the 

wrong path aiming to the “Shooting mode” state instead 

of the correct path to the “Time_10sec” state,   

-even at the “Timer_10sec” state which is a goal of the 

task, many users went past the state and continue operat-

ing to reach the “Time_2sec” state, and 

-the pattern of missed operations of subjects who operat-

ed the 3D digital prototype is very similar to that of the 

real product.  

From this comparison, the differences of the operational 

patterns were small between the UI operable 3D digital pro-

totype and the real product.  It was also shown that the 3D 

digital prototype could find the weakness in the UI design 

where many subjects often take missed operations similar to 

the those missed operations performed by the ones using the 

real product.  

Analysis of digital questionnaires 

When reading only from the summarized operational log 

analysis chart, we could not discover the reasons why so 

many subjects made mistakes in those particular states and 

what needs improvement in the UI design. So we further 

analyzed the rating from the subjects in the digital ques-

tionnaires indicated on the 3D digital prototype.  

Moreover, the ratings obtained in the digital prototype were 

compared with those in the real product.  To the subjects 

who used the real product, the questionnaires were manual-

ly indicated to them, and the ratings were written by them-

selves. 

The average ratings from the subjects for the digital ques-

tionnaires indicated at the “Rec_Mode” state and the “Ti-

mer_10 sec” state were shown in Figure 19. “Rec_Mode” 

state means that the camera is in the manual shooting mode, 

and “Timer_10 sec” state that it is in the self-timer setting 

mode with 10 seconds and is the goal state.    

The ratings at the “Rec_Mode” state from the 3D digital 

prototype suggest that many subjects could recognize a 

down cursor button itself, but could not notice that they 

could move to the self-timer setting mode from the manual 

shooting mode by pushing this cursor button. Therefore, 

from the rating analysis, we found that the small symbol in-

dicating the self-timer printed on the housing surface near 

the cursor button needs to be changed to a new one which 

can give us the self-timer function at a glance. 

On the other hand, the ratings at the “Timer_10sec” state 

suggest that the subjects could notice the change of the sys-

tem status caused by their operations, but could not under-

stand what occurred in the camera and whether they cor-

rectly accomplished the task. This means that this white 
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operation?
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icon ?
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Figure 19.  Average rating for the digital questionnaires 

at 2 states in question in the original UI design 



icon displayed on the LCD in Figure 19 could be noticed by 

many subjects, but did not enable them to notice that the 

self-timer settings had already been set to 10 seconds. 

Therefore, from the rating analysis, we finally found that 

the small timer icon indicated on the LCD in the original UI 

design need to be improved to the new on which can give 

us the setting value of the self-timer at a glance.   

Figure 20 shows the difference in the ratings in three ques-

tionnaires between the subjects who used the UI operable 

3D digital prototype and the ones who used the real prod-

uct.  There are strong correlations of the ratings between 

the digital prototype and the real product in all three cases. 

Therefore, the combination of the UI operable 3D digital 

prototype and the digital questionnaires enables the UI de-

signers to reveal what needs improvements in the UI and 

how they should be improved as minutely as a real product 

does.  

UI redesign based on the digital questionnaires 

The rating analysis in the digital questionnaires revealed 

that there are two candidates which should be redesigned in 

the original UI design; a small symbol indicating the self-

timer printed on the housing, and the small self-timer icon 

indicated on the LCD shown in Figure 19.  

Based on the analysis, we evaluated how efficiently the re-

design of the UI can be done using the UsiXML and our 

tool. In this study, only the second redesign candidate was 

implemented.   

As shown in the Figure 21, we redesigned the shape and 

color of the timer icon to the new ones so that the back-

ground color becomes conspicuous and the timer setting 

value is explicitly drawn in the icon.  An additional test 

was executed for the new four subjects who used the 3D-

digital prototype with the redesigned icon.  The result of 

the test showed that two of four subjects could complete the 

task without wrong operations. And the rest could also 

complete the task with small wrong operations.  Moreover, 

the result of the ratings of the digital questionnaire of the 

redesigned icon indicates that more subjects could easily 

find that the self-timer settings had already been set to 10 

sec.  

In this redesign work, it only took 10 minutes to redraw the 

icon image and 1 minute to rewrite a small part of the tag 

contents in the XML document of the UsiXML.  

From the whole results of the case study, we obtained the 

following conclusions; 

- The summarized operational log analysis chart based 

on the 3D digital prototype enabled UI designers to 

# Subjects: 6

回答者：6名

回答者：3名

Real Product

3D Digital Prototype

Did you soon notice 
this sw ? 

0     1      2      3     4      5
Average Rating
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how you should 
operate this sw ? 

Did you soon understand 
how you should operate 
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how you should 
operate this sw ? 

Self-timer button (down cursor )operation    
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change ?
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discover the weakness in the UI design where many 

subjects make mistakes, and also that the digital ques-

tionnaires enabled them to clarify what needs im-

provement and who they should be improved in the 

design.   

- There was a strong correlation of the operational log 

analysis chart and the ratings in the questionnaire be-

tween the 3D digital prototype and the real product. 

Therefore, the UI operable 3D digital prototype could 

replace a real product or a physical prototype while 

keeping the ability to discover the usability problems 

of the UI logic. 

- The UI operable 3D digital prototype based on the 

UsiXML and the automated usability assessment func-

tions can complete the works of prototyping-test-

redesign more efficient than the current manual based 

assessment can. 

 

XAML-BASED 3D DIGITAL PROTOTYPING AND  

USABILITY ASESSMENT 

Issues in UsiXMl-based prototyping  

Usi-XML-based 3D prototyping and usability assessment 

tools in the previous sections enabled us to achieve the real-

istic simulation fidelity of the UI, to declaratively and ex-

plicitly describe the static structure and dynamitic behav-

iours and to execute the very efficient and systematic us-

ability assessments.  

However, in these tools, there were still the following tech-

nical issues to be improved in terms of prototyping; 

 

(1) The UI simulation environments of 2D and 3D were 

not fully integrated. Structure of 2D UI components 

such as menus and icons could not be directly rendered 

in the UI simulation function. As a result, every UI 

screen had to be rendered on-the-fly as a texture-

mapped image on the 3D prototype, and huge number 

of UI screen snapshots had to be rendered every time 

the UI screen changes. This causes the simulation ex-

ecution very inefficient.  

(2) Due to the texture-mapping and the limited image reso-

lution, the appearance of the UI screen in the 3D be-

came much degraded when the 3D model is zoomed 

up. It might let the test subjects feel unmotivated for 

the simulation-based user test. 

(3) An expensive commercial Web3D player (Virtools) 

was needed for the 3D UI simulation. This forced the 

manufacturers to make an additional investment for the 

prototype and hindered widespread use of the proposed 

technology.  

(4) So far, there is no sophisticated or commercial visual 

authoring tool or editor, which can help UI designers 

easily build and modify the extended UsiXML models 

in a visual way. 

(5) The tools did not support simulation of touch sensitive 

interface which becomes very common in recent ap-

pliance UIs such as i-Pod and digital cameras.  
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Figure 22.  An overview of the XAMLS-based prototyping, user-test and usability assessment tools 



In order to solve these problems, our group developed the 

second version tools for user interface prototyping and usa-

bility assessment[12]. As shown in Figure 22, the new sys-

tems enabled 3D digital prototyping of information ap-

pliances with touch sensitive interfaces and also enable au-

tomated user test and usability assessment. The 3D digital 

prototype is defined by the combination of XAML and 

XAML-B which is our original extension of XAML.  

The technical features of the proposed systems are summa-

rized as the followings; 

- XAML allows UI designers to declaratively describe 

static structures both of 2D UI components and 3D 

housing, and its vector-graphic rendering engine can 

generate high-quality UI images on-the-fly. So, genera-

tion of snapshot images of UI screen becomes unneces-

sary during the execution.  

- The proposed XAML-B enables UI designers to decla-

ratively describe dynamic behaviors as a set of event-

based rules. It can eliminate their programming works 

and state explosion in the UI behavior modeling. 

- Several commercial tools were already available for 

defining and integrating the 2D UI static structure. 

They could be used even for 3D prototyping.  

- A standard PC environment is only needed for 3D UI 

simulation. Any special commercial Web3D player is 

unnecessary.   

- The processes of the user test and the usability assess-

ment are fully automated along with the 3D digital pro-

totype. 

- Gesture recognition function enables the users to mani-

pulate touch-sensitive UI on the 3D digital prototype.  

XAML-based 3D UI Prototyping 

XAML  

XAML (eXtensible Application Markup Language) was 

developed by Microsoft [18,30] as a UI specification tar-

geted for Windows applications. XAML is an XML based 

mark-up language which specifies the static structure of a 

UI running on the WPF (Windows Presentation Founda-

tion). WPF is a UI framework to create applications with a 

rich user experience, and combines applications UIs, 2D 

graphics and 3D graphics and multimedia into one frame-

work. Its vector-graphic rendering engine makes the UI im-

plementation fast, scalable and resolution independent. 

WPF separates the appearance of an UI from its behavior. 

The static structures of 2D UI screen appearances is decla-

ratively specified in XAML, while the behavior has to be 

implemented in a managed programming language like C#.  

XAML-B for dynamic behavior modeling  

Modeling Concept of XAML-B 

We extended XAML specification so that the UI designers 

can declaratively define dynamic behavior only by writing a 

XML document with simple syntax. This extension part of 

the XAML is named XAML-B (XAML-Behavior). 

We also proposed a two-stage modeling process of dynamic 

behaviors both of which is supported by XAML and 

XAML-B.  

In these stages, two sub-models of XAML-B were respec-

tively used to define the dynamic behavior; the state-based 

model for early design stage and the event-based model for 

detailed design stage.  The UML diagram describing class 

structures of XAML-B is shown in Figure 23.  The speci-

fication of the XAML-B includes both state-based model, 

event-based model and the reference to the original XAML 

specifications. The details of these two models are ex-

plained as the following sub-sections.  

State-based model for early design stage 

At the early design stage, the dynamic behavior of the UI is 

modeled as a state-based model, because the number of 

states is relatively small and the state-based model enables 

UI designers to capture a flow of user interactions at a 

glance. Rough interaction flows of the UI are initially cap-

tured as a state-based model. 

Figure 24-(a) shows an example of the state-based model in 

case of the power-on UI behavior in a digital camera. A set 

of the classes of XAML-B included inside the state-based 

model in Figure 23 is used.  The state-based model con-

sists of the classes of State, Event, Behavior and Action.   

A State expresses unique combination of attribute values 

which expresses an appearance of the UI. An Event is an 

incoming phenomenon to the UI such as “button-pushed” or 

“icon-tapped”. An Action is a process triggered by an event 

that causes a state change such as change in an icon on the 

screen or mechanical motion of the appliance. A Behavior 

means a notion of state-transition composed of 

Source_State, Destination_State, Event and Action.  

Event-based Model

State-based 

Model

XAML-B

Figure 23.  UML class diagram of XAML and XAML-B 



Event-based model for detailed design stage 

Once the UI design enters the detailed design stage, the 

number of states tends to explode when using the state-

based model. So, an event-based model is used at the detail 

design stage. The event-based model enables the designers 

to describe the detail control of UI components indicated on 

the screen whose notion is originally included in XAML 

specification.  

Figure 24-(b) shows an example of the event-based model 

which is described based on the state-based model example 

of Figure 24-(a).  The event-based model was made up on 

the basis of UsiXML [16, 28], which is the other XML-

compliant UI description language and has declarative de-

scription of event-based dynamic behavior. A set of the 

classes of XAML-B included inside the event-based model 

in Figure 23 is used.  

The event-based model consists of Behavior, Lhs, Action 

and Event. Notions of Behavior, Action and Event are the 

same as those in the state-based model. An Lhs expresses 

the conditions under which each Action become executable. 

An Action consists of the combination of MethodCall and 

Rhs. An Rhs specifies how the attribute values of XAML 

should change corresponding to the change of UI appear-

ance. A MethodCall specifies an external procedure such as 

an animation clip or a sound clip. A pair of an Lhs and an 

Rhs describes a state-transition rule. And a RuleTerm ex-

presses a condition that attribute values in XAML must ful-

fill before and after an Action occurs.  

Dynamic behavior modeling system and the modeling 
process 

We developed a prototype of dynamic behavior modeling 

system which was implemented by the combination of Visio 

and Visual Basic. Figure 25 shows the functions of the 

modeling system. It can support both of the state-based and 

event-based modeling processes.   

The modeling flow of the system is also shown in Figure 

25. In the early design stage, as in the upper part of Figure 

25, rough interaction flows are initially captured as a state-

based model. In order to support efficient modeling work in 

this stage, a state-transition editor was implemented. In the 

editor, state, event and action can be graphically created 

and edited on the Visio by UI designer. This modeling re-

sult is stored in a XAML-B document. 

In the detailed design stage, as shown in the lower part of 

Figure 25, first a set of tags and their attribute values of one 

UI screen which has been modeled as XAML document in 

the integration tool are assigned to one state. A new state 

tag is created in the XAML-B document, and a set of the 

XAML tags and their attribute values representing the state 

of the UI is packed inside the state tag.  Two different sets 

of these tags and the attribute values each of which is as-

signed to a source or a destination state are then compared 

to each other. Taking XOR between these tags and attribute 

values automatically makes the change in attribute values of 

an Action tag in the event-based model. Finally reformat-

ting the rule of change to an XML document makes a final 

XAML-B description corresponding to this state-transition.  

Building process of 3D digital prototype 

According to the process described in the previous section, 

a 3D digital prototype is built in the following processes 

shown in Figure 22; 
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(1) A 3D housing model is created in a commercial CAD 

system (Solidworks 2008) and is exported to a model 

integration system (Expression Blend) as a XAML 

document.  

(2) Each graphical component (text, icon, etc.) of the UI is 

defined in a draw tool (Illustrator etc.) and is exported 

to an integration tool as a XAML document.  

(3) In the integration tool, a set of the graphical compo-

nents are combined to make one XAML document 

which defines each UI screen. And the 3D location of 

the UI screen is also specified onto the 3D housing 

model by this XAML document. 

(4) The XAML document is imported to a dynamic beha-

vior modeling system. The behavior of the UI is de-

fined by a UI designer according to the process de-

scribed in 2.3, and is outputted as a XAML-B docu-

ment from the system. 

(5) Finally, the XAML-B execution system reads this doc-

ument and drives UI simulation on the 3D housing 

model responding to input events coming from the user 

of the digital prototype.  

Gesture recognition function 

Gestural interfaces become available in current information 

appliances with touch sensitive interfaces. So a gesture rec-

ognition function is installed in our prototyping system. 

Several types of user finger gestures inputted from a UI 

screen of a 3D digital prototype can be recognized as 

events, and can be processed in the XAML-B execution 

system.  In the XAML-B specification, several gesture 

types that the function can recognize are described in the 

“Gesture_Type” attribute placed inside the “Event” tag.  

Real-time gesture recognition is needed for smooth opera-

tion of UI simulation. InkGesture engine [5] is being used 

in the system. Four types of finger gestures of “Leftward”, 

“Rightward”, “Upward” and “Downward” can be recog-

nized as Events in our system. The recognized gesture can 

then be processed as one of the events in XAML-B execu-

tion system. 

This recognition function enables the users to operate touch 

sensitive interfaces modeled on the 3D digital prototype us-

ing not only mouse gestures but direct finger gestures.  

User test and usability assessment systems in XAML-

based system 

In our system, user test and usability assessment can be 

done on the 3D digital prototype. The test and assessment 

processes are as same as the ones described in the previous 

sections of the UsiXML-based assessment system. 

A case study of user test 

An example of the 3D digital prototype 

A digital camera (Nikon-S60) with a touch-sensitive screen 

shown in Figure 26-(a) was adopted as an example of   

prototyping, user test and usability assessment.  As shown 

in Figure 26-(b), the 3D housing model of the camera was 

modeled in Solidworks 2008. Over 60 states and 100 state 

transitions were modeled in the dynamic behavior model 

described by XAML-B. The sound of finger touch is also 

emulated in the digital prototype to avoid missed-

operations.  

As shown in Figure 27, a 19-inch touch sensitive LCD mon-

itor shown was used in the test, and the user can directly in-

put by finger touch and finger gesture on the touch screen 

displayed as a part of the 3D digital prototype which is dis-

played on the touch sensitive LCD monitor. This enabled 

the users to operate the UI on the 3D digital prototype as 

realistically as the one on the real camera.  

User test settings 

The user test was done using the 3D digital prototype and 

the operational log analysis chart and five grade evaluation 

results were compared to those obtained from the one using 

the real camera. 35 subjects who had no experience of using 

this camera attended the test. Among them, 17 subjects op-

erated the 3D digital prototype and 18 subjects the real 

camera.  

Two tasks shown in Figure 28 which include the basic UI 

operations were given to the subjects. In task 1, they asked 

to set the self-timer duration for 10 sec from the power-off 

state. In task 2, they asked to enter the preview mode state 

from a power-off state and to indicate the first picture by 

turning over the pictures indicated on the touch screen. In 

the task 2, two correct sequences of operations exist as 

shown in Figure 28; the one of pushing an up-arrow or a 

down-arrow icon indicated at the corner of the touch screen, 

or the one of directly sliding the finger leftward or 

rightward on the touch screen. 

(a) Real Product (b) 3D Digital Prototype

Touch

sensitive 
screen

Figure 26. A digital camera and its digital prototype 

Figure 27.  User-test situation with touch sensitive 

screen where a digital prototype is displayed 



The five grade evaluation results for the questionnaires 

were also obtained from the subjects who took a missed op-

eration. 

Usability assessment results 

The operational log analysis charts and 5 grade evaluation 

results for the questionnaires at a state of missed-operation 

in case of the real product and the digital prototype in task 1 

are shown in Figure 8.  

From Figure 29, it was found that many subjects (12/18 in 

case of real camera, and 9/17 persons in case of digital pro-

totype) took missed operations at the “Shooting” state. In 

this state, they should push the small timer icon indicated 

lower left of the touch screen, but they found themselves 

lost deep in the menu hierarchy toward incorrect states.  

Two missed-operation patterns in Figure 29-(a) and (b) 

were very similar to each other. Moreover, the results of the 

five grade evaluation for the questionnaire at the “Shoot-

ing” state showed that most of the missed subjects did not 

notice the icon to be pushed and did not understand that 

they should operate it. This figure also showed that same 

tendencies of the evaluation results were observed both in 

the digital prototype and in the real camera. 

While in case of the task 2, as shown in Figure 30, most of 

the subjects (8/10 in the real camera and in the digital pro-

totype) did not complete the task using the finger gestures, 

but could it by taking alternative correct operation (pushing 

the icons). The five grade evaluation results for the ques-

tionnaire at the “Play_Mode” state also showed that the 

subject who took this alternative operation (“Play_Mode” -

> “Play_Detail” -> “Play First”) did not notice that the 

camera could accept direct finger gestures and that they 

should make them to complete the task.   

These test results showed the following clear facts: 

- -In the “Shooting” state and the “Play_Mode” state, 

the icon indicated on the UI screen could not ade-

Figure 28.  The test tasks and their correct operations 
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# of Subjects: 18
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# of Subjects who answered 
Questionnaires 
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9

Figure 29.  The operational log analysis charts  

and five grade evaluation results in Task1 



quately make most users think of the correct input op-

erations intended by the designers. So, these icons 

should be strongly redesigned to improve usability.  

- There were strong correlations of user operation se-

quence and the ratings of the questionnaires between 

the 3D digital prototype and the real product. This 

suggests that the 3D digital prototype with touch sensi-

tive interface could replace a physical prototype while 

keeping the ability to find usability problems from the 

prototype.  

The effect of UI redesign on the digital prototype 

The result of task 2 revealed that the icons indicated on the 

UI screen at “Play_Mode” state could not make the users 

think of direct finger gesture to turn over the indicated pic-

tures. To solve the problem, a reciprocal motion animation 

of a finger icon was newly added on the screen when enter-

ing this state.  

After this redesign, an additional user test for the task 2 was 

done by 7 new subjects, and the results were analyzed. Fig-

ure 31 shows the operational log analysis charts and five 

grade evaluation results for this new test. Six of the seven 

subjects could take direct finger gestures to turn over the 

pictures this time. Also from the grade evaluation, one sub-

ject who took a missed operation could even notice the fin-

ger gesture input at this state and actually inputted the ges-

ture.  

Only 10 minutes were needed for creating and inserting this 

animation file name into the original XAML-B document in 

the redesign. This fact showed that our proposed systems 

enabled UI designers to realize very rapid turnaround of de-

sign-test cycle compared to the one of physical prototypes.   

 

CONCLUSIONS 

Usi-XML-based and XAML-based systems of prototyping, 

user testing and usability assessment were proposed which 

enabled 3D digital prototyping of the information ap-

pliances. To declaratively describe the static structure and 

the dynamic behavior of the user interface of the appliances 

with physical user interface elements, Usi-XML and XAML 

were originally extended, and its UI simulation system were 

developed. Gesture recognition function enabled the sub-

jects to manipulate the touch-sensitive UI of the 3D digital 

prototype in the user test. User test execution and analysis 

of missed operations could be fully automated. The results 

of the user test and usability assessments for the digital 

camera showed that major usability problems appearing in 

real product could be fully extracted even when using the 

digital prototype, and that the proposed systems enabled 

rapid turnaround time of design-test-redesign-retest cycle.   

The user test and usability assessment could be fully auto-

mated by the proposed system. But there are still open-

problems to be solved in our research.  The major one is 

whether the proposed two-stage modeling process of UI be-

haviors is actually understandable and accessible for most 

interaction designers compared to the current prototyping 

tools like Flash.  

As a result of the development of our two XML-based 

computer-aided prototyping and usability assessment tools 

for UI, we are concluding that, so far, it is the best way to 

combine the UsiXML-based model-driven hierarchical de-

velopment framework with XAML-based implementation. 

UsiXML provides clarity in capturing and describing the UI 

system ranging from the conceptual design to the concrete 

stage in declarative way, while XAML does excellent abili-

ty and fidelity of the 2D and 3D integrated UI simulation in 

much inexpensive environments.  

At this moment, the dynamic behavior modeling system is 

still a prototype phase, and “usability” of the system itself is 

still not fully considered and improved. Therefore our fu-

ture research should include the usability evaluation on the 

proposed dynamic behavior modeling method and system 
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by interaction designers themselves. Statechart-based mod-

eling process [4] which was adopted in our research can in-

herently offer interaction designers an ability of state-based 

step-by-step hierarchical modeling process of UI. The 

process also enables a good compatibility of UI code gen-

eration process. Confirming the effectiveness of this con-

cept by experiments will be included in our future research. 
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